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ABSTRACT

Fully three-dimensional (3D) microstructure-explicit and void-explicit mesoscale simulations of the shock-to-detonation (SDT) process of pressed granular HMX (octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine) are performed. The overall size scale of the models is up to 3×3×1 5 mm³, with ~30 000 grains and 206 265 voids. The models account for the heterogeneous material microstructure, constituent distribution, constituent morphology, and voids. Loading conditions considered involve piston velocities in the range of 600–1200 m/s or pressures in the range of 4–8 GPa. The focus is on analyzing the SDT process and the effects of microstructure and voids on the run-to-detonation distance (RDD). Companion two-dimensional (2D) simulations are also carried out to assess the differences between 2D and 3D. Statistically equivalent microstructure sample sets (SEMSSs) are generated and used for both 2D and 3D, allowing the prediction of the statistical and probabilistic Pop plots (PPs). The predictions are in general agreement with trends in available experimental data in the literature. It is found that both the microstructure (heterogeneous grain size, morphology, and size distribution) and voids significantly affect the RDD and the PPs. These effects are systematically delineated and quantified via the use of SEMSSs with different combinations of attributes. A recently developed probabilistic formulation for the PPs is used to characterize the results, allowing uncertainties in the relations between the shock pressure and RDD arising from material heterogeneities to be quantified. The probabilistic formulation is further used to quantify the confidence levels in the ranked order of influences of different combinations of microstructure and voids on the PPs.

I. INTRODUCTION

Understanding the effects of microstructure heterogeneities on the shock-to-detonation transition (SDT) behavior of high explosives (HEs) has remained a long-standing challenge to the energetic community at large. With the ever increasing prominence of high performance computing (HPC) and the development of material models, increasingly sophisticated simulations are able to capture local material behavior that remains difficult to study experimentally. An accurate understanding of the evolution of temperature and pressure fields accounting for underlying mechanical, thermal, and chemical processes in a material subject to shock loading is critical to the prediction of the behavior of HEs. As such, there have been extensive simulations on local mesoscale behavior.1–9

The most commonly accepted ignition theory involves recognizing the development of hotspots or localized areas of high temperatures. These hotspots lead to the onset of chemistry5,7–9 and are often the result of localized mechanical energy dissipation, usually due to the presence of material defects or microstructure heterogeneities. Once ignition occurs, chemistry leads to thermal runaway, resulting in melting and transformation to gas phases. This chemical process is accompanied by intense and rapid pressure increases, which cause shockwaves to radiate from the hotspot ignition sites, leading to criticality at other sites. This avalanche event ultimately results in the formation of a detonation wave and the SDT when the detonation front catches up with the shock front. The distance the shock wave front travels before being overtaken by the detonation wave front is known as the run distance to detonation or run-to-detonation distance (RDD) and is a common metric used in the form of a Pop plot (PP)10 to gauge the detonation sensitivity of an HE.
The effects of chemical reactions are often represented by Arrhenius-type kinetics models,\textsuperscript{11} which are calibrated using experimental data.\textsuperscript{12,13} Density functional theory (DFT)/chemical kinetics calculations,\textsuperscript{14,15} and results of molecular dynamics simulations.\textsuperscript{16} For example, Mader\textsuperscript{17} modeled detonation initiation and propagation of homogeneous HEs along surfaces. Since the time rates of changes of physical quantities in a detonation are extremely high and the RDDs for different materials are on the order of millimeters, very short time steps and large sample sizes are required to capture the full shock loading, development of hotspots, hotspot ignition, formation of detonation, and the ultimate SDT, making simulations very computationally expensive. For heterogeneous materials, the challenge is even more formidable because very fine meshes are required to resolve material microstructure and defects such as voids. For these reasons, fully resolved mesoscale simulations of SDT at overall sample sizes on the order millimeters have been rare. To partly circumvent this computational issue, phenomenological models have been used. One such model is the ignition and growth model of Lee and Tarver.\textsuperscript{18,19} This approach relates the chemical reaction rate to the local pressure and reaction progress variables. Other common models include the Forest Fire\textsuperscript{20,21} and JTF (Johnson-Tang-Forest)\textsuperscript{22} models. These reactive burn models have become a common tool for simulating detonation at reasonable computational cost, as they do not account for microstructure morphology. The history variable reactive burn (HVRB) model expresses the chemical reaction rate as a function of a time integral of the local pressure in the material.\textsuperscript{23,24} These models are just a few examples of the many ways\textsuperscript{25–31} to account for the effects of chemical reactions, the formation of detonation waves, and the SDT. There is a common trade-off between accuracy and simulation time or simulation scale. Our focus here is not on the differences among different chemistry models, but rather the development of a 3D mesoscale approach that reaches the macroscale. Therefore, the model here can be regarded as one that bridges the mesoscale and the millimeter level macroscale.

Mesoscale models, to various degrees, resolve material heterogeneities, defects, and hotspot development under conditions of various mechanical, thermal, or electromagnetic excitations.\textsuperscript{32–36} The energetic community has been developing new ways to characterize microstructure and microstructure effects on the ignition and detonation of HEs. A few are mentioned here as examples. Wei et al.\textsuperscript{39} studied the effects of material defects in the forms of interfacial debonding and grain cracks using a cohesive finite-element based Lagrangian approach. Miller et al.\textsuperscript{40} studied the effects of aluminum particles on the sensitivity of polymer-bonded explosives (PBXs). Rai et al.\textsuperscript{41} analyzed the collapse of a void under shock loading using an Eulerian framework. Austin et al.\textsuperscript{42,43} used an arbitrary Lagrangian-Eulerian approach (ALE3D) to study melt lines and shear banding following pore collapse. Yarrington et al.\textsuperscript{44} studied the SDT in HNS (2,2’-Az,4,4',6,6’-hexanitrostilbene), accounting for a large population of randomly distributed nanoparticles whose statistical attributes track those of an experimentally scanned sample. The predicted threshold velocity required to cause detonation matches the experimental measurement. The success can be partly attributed to the resolution of the mesoscale void structure and the calibration of the chemistry model to MD data.\textsuperscript{46} These models are generally 2D and at the overall sample scale of micrometers or tens of micrometers.

Baer et al.\textsuperscript{45} were the first to carry out 3D simulations using CTH, the Sandia National Labs solid mechanics code. The analysis concerned the compaction of granular HMX in a cubic millimeter volume consisting of approximately 1900 grains under a loading piston speed of 1000 m/s. The local pressure-based HVRB model was used to simulate reaction. Due to computational cost, the calculations at lower load intensities could not be continued long enough to reach SDT. Reaugh\textsuperscript{46} used ALE3D to analyze the response of a 300 × 300 × 300 μm$^3$ block of PBX and found that a pressure-dependent deflagration chemistry model yielded better results than an Arrhenius-type hotspot growth model. Recently, Rai and Udaykumar\textsuperscript{47} modeled the local effects of pore collapse in a homogeneous 3D HMX block 1.3 × 4 × 12 μm$^3$ in size and found higher sensitivity in 3D than in 2D. Jackson et al.\textsuperscript{48} used a phenomenological model with energy deposition representing the effect of voids to study the effects of shock pressure on ignition times in a PBX setting without explicitly resolving voids.

Due to computational cost, much of the work in the energetic community so far uses two-dimensional frameworks and involves various degrees of homogenization or phenomenological treatment. To more realistically capture the 3D nature of material microstructure and heterogeneous configurations, to resolve the length scale of physical events, such as the SDT of HE under shock loading, and to directly bridge the mesoscale and the macroscale, there is a strong need for fully 3D models that explicitly resolve mesoscale material structures (microstructures or material heterogeneities, voids) as well as relevant thermo-mechano-chemical processes. Ultimately, such 3D models can also shed light on if and how 2D and 3D models differ as well as possible inadequacies of 2D models.

In this paper, we present fully dimensional (3D) microstructure-explicit (ME) and void-explicit (VE) mesoscale models at the millimeter scale for pressed granular HEs under shock loading. Both material microstructures and voids are explicitly resolved. The overall size scale of the models is up to 3 × 3 × 15 mm$^3$, large enough to resolve the full process from the onset of loading to eventual SDT with the detonation front propagating in the remaining un-shocked part of the material. At the largest size scale, the samples have ~30 000 grains and 206 265 voids. The processes captured include thermal-mechanical response, the onset of chemical reaction, the formation of a detonation front, and the SDT. In the calculations carried out, the particular material of choice is HMX (octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine). Four model cases are considered: homogenous material with no microstructure or voids, material with a granular microstructure but no voids, material with voids but no microstructure, and material with both voids and granular microstructure. Shock loading is generated by an aluminum flyer thick enough to maintain continuous loading on the HMX sample without unloading. The focus of the analyses is on the SDT process and the RDD, rather than the details of local fields in the material. Statistically equivalent microstructure sample sets (SEMSSs) for the heterogeneous cases are used, allowing probabilistic quantification of the PPs and statistically significant assessment of the rank order of the influences of different material factors (microstructure, voids, and combinations thereof). The results from 2D and fully 3D simulations are compared to outline their potential differences and highlight factors that should be addressed in
the future for more systematic comparisons and assessment of the multi-dimensional models.

The quantification of the probabilistic nature or uncertainties uses the statistical approach first proposed by Wei et al.\textsuperscript{50} for detonation thresholds and later expanded by Miller et al.\textsuperscript{51} This analysis results in the generation of probabilistic Pop plots along with analytical relations. These relations can also be used to determine the necessary shock pressure, run distance, or SDT probability given any two of the three quantities. The relations also allow pressure-dependent confidence levels to be established in the comparisons of the Pop plots for different materials. Although the material of focus is HMX, the models, the approach, and the analytical relations developed are applicable to PBXs and other energetic materials.

II. Framework of analysis

The 3D simulations are carried out using CTH, the Sandia National Labs solid mechanics code. Sustained loading is effected on the sample via the use of a thick aluminum flyer with velocities varying from 600 m/s to 1200 m/s, resulting in shock pressures between 4 and 8 GPa. In Sec. II A, the method for generating 3D SEMSSs is discussed. An outline of the constitutive models used is given in Sec. II C. The results of mesh convergence and sample size effects are discussed in Sec. II C.

A. Material, model, and microstructure

In order to accurately quantify the effects of microstructure heterogeneities on the detonation behavior, we consider four types of samples: homogenous (H), microstructured without voids (M), homogenous with voids (V), and microstructured with voids (M + V). A microstructured sample and the corresponding void distribution are shown in Fig. 1. The homogeneous (H) and microstructured (M) samples are fully dense (100% TMD). The voids in the V and M + V samples are spheres and have diameters of 50 μm. This void size is chosen to allow explicit resolution of each void in the 3 x 3 x 15 mm\(^3\) samples without making the computational time prohibitively expensive. Further discussions on mesh size and computational cost are in Sec. II C. A void volume fraction of 10% is chosen to explicitly capture the effects of porosity on SDT sensitivity. This value is well within the range of 6%-25% pores in the pressed Class III HMX used by Molek et al.\textsuperscript{51} Pressed HMX samples often have smaller void diameters and may have a wide range of porosities. Stoltz et al. used ultrasmall angle neutron scattering (USANS) to characterize the internal void structure in RDX (hexahydro-1,3,5-trinitro-1,3,5-triazine) and found void sizes ranging from 1 nm to 20 μm.\textsuperscript{52} Mang and Hjelm observed average void sizes of 210–330 nm in pressed TATB (hexahydro-1,3,5-trinitro-1,3,5-triazine) using similar small angle scattering techniques.\textsuperscript{53} Skidmore et al. have generated pressed PBX 9501 microstructures with porosities ranging from 0.3% to 21% by volume.\textsuperscript{54} Since the reactive burn model parameters described in Sec. II B are calibrated to fully pressed microstructures, the HVRB already accounts for the typical porosity seen in fully dense samples.

A set of five random but statistically similar microstructures is generated using Voronoi tessellation (Fig. 2). These samples conform to the statistical grain size distribution in Fig. 3. This monomodal distribution has a mean grain diameter of 164.7 μm.

This grain size distribution approximately corresponds to the Class III pressed HMX used by Molek et al.\textsuperscript{51} and Welle et al.\textsuperscript{55} who reported average grain diameters of over 100 μm. This method of microstructure generation results in reasonably realistic, randomized SEMSSs. For the homogenous or microstructured samples with voids, the individual voids are inserted randomly until a total void volume fraction of 10% has been reached or an average void density of 1528/mm\(^3\). For the 3 x 3 x 15 mm\(^3\) samples, this porosity level corresponds to 206 265 voids in each sample. No two voids overlap, ensuring a constant void size and random void distribution. For visual clarity, only 5% of all the voids are shown in Fig. 1(b).

Actual samples in experiments have more heterogeneous characteristics than those in the four sets of samples presented here. For example, nano- and micro-scale voids, microcracks, and directionality of the material properties due to the anisotropic nature of the HMX crystal all play roles in the response of the materials to shock loading. These factors are too small, too complicated, or computationally expensive to be explicitly resolved in the current model setting. They are often ignored in many models reported in the literature. To account for the effects of these factors via grain-level heterogeneities, the density of the HMX for each grain is set to one of three possible values: 80% theoretical maximum density (TMD) (1.52 g/cm\(^3\)), 100% TMD (1.90 g/cm\(^3\)), and 120% TMD (2.28 g/cm\(^3\)). These density variations emulate the effects of local variations in the material and represent one source of variations in fields behind the shock front, normally attributed to localized material heterogeneities. It is important to note that even though 120% TMD is a nonphysical description of a material, this variation in density is used as a modeling tool to account for microstructural aspects not explicitly resolved in this study. It also allows the
average density at the overall sample level and across multiple samples in a SEMSS to conform to the density of the material for samples without voids. Since the HVRB chemistry model used here (further detailed in Sec. II B) is pressure- and density-dependent, the density variations are a source of heterogeneous reaction behavior as well as mechano-thermal behaviors, as seen in experiments. A variation of 20% about the 100% TMD was calibrated based on the work of Hardin et al., who found the coefficient of variation in the longitudinal stress field in the quasi-steady region behind the stress wave front in polycrystalline HMX (accounting for anisotropy of individual grains) varies from 0.08 to 0.16 at piston velocities around 400 m/s. In this study, the grains are assumed to be perfectly bonded to one another. If two grains with the same density are positioned next to one another, they behave as a single grain of the same density. For the H and V samples, the standard HMX 100% TMD (1.90 g/cm³) is used.

The present framework represents a simplified approach toward explicitly resolving some important features in microstructures of common heterogeneous energetic materials (HEM). While the method of varying the density of the HMX grains may replicate the trends seen in experiments, it is difficult to fully resolve the effect of heterogeneities into a single parameter. Actual experimental samples have more defects not accounted for here, which are known to contribute to hotspot ignition and subsequent detonation. Other HEMs may have a binder and additive components, such as aluminum, which can affect the sensitivity of the material to ignition. It is entirely possible that microstructure heterogeneity plays an even larger role than what is presented in the results of this study. However, as one of the first 3D millimeter macroscale microstructure-explicit and void-explicit modeling approaches, the current framework should be regarded as a step toward fully accounting for the most essential material heterogeneities using mesoscale models.

B. Constitutive relations

The constitutive models used are the same as used by Miller et al., so only a brief description will be provided here. The specimen is initially stress-free and at rest. A thick aluminum flyer impacts the sample at velocity ($U_P$) to generate sustained shock loading for the duration of the simulation. The side (lateral) boundaries are constrained in a frictionless manner to maintain the overall conditions of macroscopic uniaxial strain typical of planar impact experiments. The coupled mechanical, thermal, and chemical events in the samples are fully three-dimensional, along with the ME and VE material model.

A simplified Steinberg–Guinan–Lund strain (SGL)-dependent flow stress model is used to account for the viscoplastic constitutive behavior of HMX. This model was previously used by Wood et al. to analyze shock wave localization in porous energetic materials. This strain-rate dependent model is well suited for high strain-rate deformation and accounts for the effects of thermal softening. The material flow stress is calculated via

$$\sigma_Y(\dot{\varepsilon}_P, T) = [\sigma_A + \sigma_Y(\dot{\varepsilon}_P, T)],$$

with

$$\dot{\varepsilon}_P = \left\{ \frac{1}{C_1} \exp \left[ \frac{2U_L}{T} \left( 1 - \frac{\sigma_A}{\sigma_P} \right)^2 \right] + \frac{C_2}{\sigma_P} \right\}^{-1}. \tag{2}$$
In the above relations, $\sigma_A$ is the athermal component of the flow stress, $\sigma_T$ is the thermally activated component of the flow stress, and $C_1$, $C_2$, $U_K$, and $\sigma_P$ are material parameters. The model has been calibrated by Miller et al.\textsuperscript{50} to match the elasto-viscoplastic model used for HMX by Kim et al.\textsuperscript{36} which in turn was based on available experimental data. The values of the material parameters in the model are listed in Table I. For further information on this flow stress model or the flow rule, please refer to Sec. II A of Ref.\textsuperscript{16}.

The bulk response to hydrostatic pressure is modeled using the first order Mie–Grüneisen equation of state (EOS)\textsuperscript{60}

$$p = \frac{\rho_0 C_0^2}{\Gamma_0} \left[ 1 - \frac{\rho}{\rho_0} \right] \left[ 1 - \frac{\Gamma_0}{2} \left( 1 - \frac{\rho}{\rho_0} \right) \right] + \Gamma_0 E, \quad (3)$$

where $p$ is the pressure, $\rho_0$ is the initial density of HMX, $\rho$ is the current density of HMX, $\Gamma_0$ is the Grüneisen parameter, $C_0$ is the bulk sound speed, and $s$ is the slope of the Hugoniot. $E$ is the internal energy per unit volume which is found by integrating the specific heat with respect to temperature at constant volume, i.e.,

$$E = \frac{1}{V_0} \int_0^T c_v dT. \quad (4)$$

The Grüneisen material parameters are listed in Table II and are taken from the CTH material properties library.\textsuperscript{61}

The effects of chemical reaction ignition and progression are described using the history variable reactive burn (HVRB)\textsuperscript{61} model in the form of

$$\lambda = 1 - \left( 1 - \frac{\phi M}{X} \right)^X, \quad (5)$$

where

$$\phi = \tau_0^{-1} \int_0^T \left[ \left( \frac{p}{p_i} \right) \frac{p_R}{P_R} \right]^Z dt. \quad (6)$$

In the above relations, $\lambda$ is the extent of reaction, $\tau_0$ is a scaling constant, $p$ is the current pressure, $p_i$ is the threshold pressure for reaction, and $p_R$, $X$, $M$, and $Z$ are reaction rate parameters. Reactive burn models have been widely used to simulate the ignition and detonation of HEMs.$^{4,18,19}$ These empirical models are often calibrated to Pop plot data. As a result, the localized extent of the reaction behind the shock front may not be perfectly resolved (which is a known limitation for the HVRB model). However, with available data and models, this is a reasonable trade-off in order to reach the macroscale from the mesoscale, since the focus here is on analyzing macroscale material behavior, rather than fine details of local fields. The calibration parameters shown in Table III have been fitted to the average state data of HMX and are found in the CTH material properties library.\textsuperscript{61}

**C. Mesh convergence study**

To ensure accurate results for the analysis of the RDD (quantity of interest or QoI), a mesh convergence study is carried out to determine the proper mesh size necessary to explicitly resolve both the grains and voids and to ensure convergence of the QoI. To this end, shock pressure and RDD are calculated for samples including both microstructure and voids (M + V) at mesh sizes ranging from $30 \mu m$ to $5 \mu m$. The M + V sample set was chosen for this purpose, as it accounts for both types of heterogeneities and, therefore, poses the most stringent requirement for resolution. As shown in Fig. 4, a mesh resolution of $15 \mu m$ is
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**FIG. 4.** (a) Shock pressure and (b) run distance to detonation (RDD) for a sample with microstructure and voids (M + V) at mesh resolutions ranging from $30 \mu m$ to $5 \mu m$.

---

**TABLE I.** HMX material parameters for the SGL flow stress model.

<table>
<thead>
<tr>
<th>$\sigma_A$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$U_K$</th>
<th>$\sigma_P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>260 MPa</td>
<td>3.79 x 10$^{11}$ s$^{-1}$</td>
<td>1.45 Pa s</td>
<td>3000 K</td>
<td>650 MPa</td>
</tr>
</tbody>
</table>

**TABLE II.** HMX material parameters for the Mie–Grüneisen EOS.

<table>
<thead>
<tr>
<th>$\rho_0$</th>
<th>$C_0$</th>
<th>$s$</th>
<th>$\Gamma_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.52 g/cm$^3$ or 1.90 g/cm$^3$ or 2.28 g/cm$^3$</td>
<td>2900 m/s</td>
<td>2.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**TABLE III.** HMX material parameters for the HVRB chemistry model.

<table>
<thead>
<tr>
<th>$\tau_0$</th>
<th>$p_i$</th>
<th>$p_R$</th>
<th>$X$</th>
<th>$M$</th>
<th>$Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 10$^{-6}$ s</td>
<td>500 MPa</td>
<td>6 GPa</td>
<td>1</td>
<td>1.5</td>
<td>2.36</td>
</tr>
</tbody>
</table>
sufficient to reach convergence for the shock pressure, with further mesh refinement down to 5 μm resulting in relative fluctuations of ~1.2%. For the RDD, convergence is observed for mesh sizes finer than 10 μm, with further refinement down to 5 μm resulting in relative fluctuations of ~1.5%. For both the pressure and RDD, the further refinement does not lead to a specific trend (increase or decrease). For this reason, a mesh size of 10 μm is chosen for all subsequent production calculations. At the resolution of 10 μm, a 3 x 3 x 15 mm³ sample has 1.35 x 10⁸ volumetric elements; at a resolution of 5 μm, the same sample has 1.08 x 10⁹ elements. The computational savings are significant. It is important to note that this study is focused on the macroscale detonation behaviors of the materials, not on details of local fields, as is the case in many other studies. A finer mesh resolution would likely be required to accurately resolve local temperatures. Such local analyses may also appropriately call for the use of an Arrhenius-type chemical reaction rate model, as is commonly the case for small-scale simulations.3,5,11,62 The HVRB model used here (as outlined in Sec. II B) is a simplified, pressure-dependent chemistry model that does not require direct use of local temperature nor does it account for specific chemical species. It solely tracks the overall extent of reaction.

In addition to the mesh resolution study, an analysis is also carried out on the sample size effects in order to ensure a sufficiently large representative volume element (RVE) for the material while potentially minimizing computational cost. Here, while the smallest microstructure features (voids) dictate the necessary mesh resolution, the largest microstructure features (grains) and the length scale of the SDT process (the run distance to detonation) dictate the necessary RVE size of the sample. As such, in addition to the 3 x 3 x 15 mm³ sample size, smaller sizes are also considered. Although shock pressures as low as ~2.6 GPa with the corresponding RDD of ~13 mm have been simulated, the primary pressure range of interest analyzed is 4–8 GPa. Over this range, the RDD is within 6 mm. Therefore, three smaller sample sizes, 3 x 3 x 6 mm³, 2 x 2 x 6 mm³, and 1 x 1 x 6 mm³, are also used. The run distance to detonation is calculated for four separate shock intensities, the results show strong agreement among the three sizes, indicating that the smaller sample sizes are acceptable. To minimize computational cost without significant loss of accuracy, the remaining calculations are carried out using a sample size of 1 x 1 x 6 mm³ (Fig. 5).

III. RESULTS

A systematic quantification of the effect of the microstructure and voids on the SDT behavior and Pop plot of the pressed HMX is carried out. Section III A discusses how the shock pressure and run distance are determined for each sample. Section III B discusses the effects of microstructure and voids on the Pop plot for 3D samples and compares the results between 3D and similarly generated 2D samples. Finally, Sec. III C presents a thorough statistical framework, which may be used to characterize the detonation behavior over the entire range of shock pressure.

A. Determination of the shock pressure and run distance

The RDD is the longitudinal distance the shock wave travels in the sample before the detonation is fully formed at the shock front. When the material is homogeneous without defects, the detonation begins at the impact face, as this area is subject to the highest loading intensities for the longest period of time. This super-detonation wave propagates through the compressed material faster than the shock wave propagating into the undisturbed material until it reaches the shock front. This is a characteristic of what is commonly referred to as a homogeneous detonation.63 This type of detonation is often associated with liquid explosives rather than solid explosives.64–65 In contrast, the detonation wave in materials with microstructure heterogeneity often forms at or close behind the shock front. As the shock wave travels through the material, pore collapse and crack sliding near the shock front may result in subsequent localized shock waves, which strengthen the macroscale shock wave. This behavior is commonly observed for HEM samples containing voids as well as other heterogeneities and is referred to as a heterogeneous detonation.66,67 For both homogeneous and heterogeneous detonation, the RDD is measured at the distance where the detonation wave begins propagating into the uncompressed material at the shock front.

The relationship between the RDD and the pressure of the imposed shock loading (shock pressure), or the Pop plot, is both material-dependent and microstructure-dependent. This relation can be used to compare the relative SDT sensitivities of different materials and identify microstructure-dependent trends. In the
analysis here, the relations are used to quantify the effects of microstructure and voids of the four HMX cases described earlier. To determine the shock pressure in each simulation, the pressure profile along the entire length of the sample is calculated by averaging the pressures on cross sections perpendicular to the loading direction. The plateau of this profile starting from the impact face is measured and is used to obtain a shock pressure averaged over both sample distance and time. This allows the most accurate assessment of the effective pressure applied as a result of the flyer impact. To calculate the run distance, the location of the shock front in the sample is recorded as a function of time. Since the detonation wave propagates faster than the inert shock wave, the run distance is easily measured by examining the sharp change in the propagation velocity of the shock front. The pressure fields showing shock front locations at four different times in one sample with microstructure and voids (M + V) at an impact of $U_f = 1000$ m/s are shown in Fig. 6. While the detonation front is in the deformed (shocked) material in the first three frames, the detonation front has reached the unmodified material in the fourth frame. The time histories of pressure at nine spatial locations for this sample are shown in Fig. 7. These profiles are useful for comparison with experimental measurements.

It is important to note that the M, V, and M + V simulations carried out here display features of both homogeneous and heterogeneous detonation. The initiation of the detonation begins at void locations and granular interfaces as is expected in a heterogeneous detonation. However, the chemical reaction begins behind the shock front, resulting in a super-detonation wave, which eventually overtakes the shock front. This is a characteristic of homogeneous detonation. There are several possible explanations for this. First, the chemistry model implemented here is pressure-dependent and calibrated to the macroscopic detonation behavior of the bulk material. This simplified model allows us to predict the Pop plot behavior of the material on length scales up to $3 \times 3 \times 15$ mm$^3$ without making the calculations even more computationally intensive. A more physically accurate chemistry model, such as an Arrhenius-based chemical kinetics model, would likely result in a fully heterogeneous detonation behavior. However, the model used here is sufficient to predict the Pop plot behavior, as was demonstrated for 2D samples. Additionally, the void size and distribution used here represent a simplified microstructure setting. Real experimental samples have sub-micrometer voids and their distribution through the sample is far more complicated. The voids considered here indeed contribute to the detonation wave, but the simplified microstructure setting may not embody sufficient heterogeneity to lead to fully heterogeneous detonation. The relatively large void size (a necessary first step to bridge the gap between mesoscale and macroscale simulations) is a possible factor. Further refinement of the microstructure heterogeneity representation, void size, and different reaction models should be considered in the future.

**B. Effects of microstructure and voids**

In this section, the effects of microstructure heterogeneities are quantified and rank-ordered. The four types of samples described earlier, homogeneous (H), homogeneous with only voids (V), microstructured (M), and microstructured with voids (M + V), are analyzed. A SEMSS with five samples for each of the heterogeneous cases (V, M, and M + V) are used in the analyses. The primary focus is on the effects of the heterogeneities on the Pop plot for 3D samples. For comparison, companion 2D cases for each material case are also analyzed with a corresponding SEMSS. The 2D and 3D SEMSSs have generally matching attributes in terms of grain size, grain size distribution, void size, and void volume fraction (see Figs. 3 and 10). The 2D and 3D results are compared at the end of this section.

The pressure fields in the four material cases at a shock pressure of $\sim 5.05$ GPa are shown in Fig. 8. The pressure fields become less uniform as microstructure and voids are introduced, with the M + V case having the most spatial variations. Additionally, the RDD
decreases as more heterogeneities are introduced, with the M + V case having the shortest RDD.

The Pop plot (relation between the RDD and the shock pressure) for these cases is shown in Fig. 9. Shorter run distances under a given shock pressure suggest higher impact sensitivity and more rapid SDT. It is desirable to not only rank order the Pop plot lines for different material cases but also to quantify the effects of the underlying material mesoscopic factors—microstructure and voids. Also, because of uncertainties or statistical variations resulting from mesoscopic material heterogeneities, the quantification should account for the probabilistic nature of the results. The plot shows both the RDD datasets for the four SEMSSs and the Pop plot lines that represent the “average” RDD-shock pressure relation for each material case. More specifically, these “average” lines represent the RDD-shock pressure conditions corresponding to a 50% probability of observing SDT. The SDT probability is greater than 50% above the “average” line for a material and less than 50% below the line. For the cases considered, the rank order of the four “average” or 50% lines from the lowest to the highest SDT sensitivity (longest to shortest RDD at the same shock pressure) is: homogeneous (H), microstructured (M), homogenous with voids (V), and microstructured with voids (M + V). To quantify the differences, the average percentage vertical distance between the 50% line for the homogeneous (H) case and that for each of the other three cases is calculated and listed in Table IV.

Clearly, the introduction of heterogeneities (microstructure and voids) increases the SDT sensitivity (shifting the Pop plot datasets and Pop plot lines to the lower left in the RDD-pressure space) of the material over the shock pressure regime analyzed. Relative to the homogeneous case, the introduction of 10% voids decreases the average run distance by 18.2%, while the microstructured case on average has a RDD, that is, 12.2% lower than that of the homogeneous case. The material with both microstructure and voids is the most sensitive, with RDDs that are on average 24.3% lower than those of the homogeneous case. Several processes are at play here. The microstructure heterogeneities cause highly inhomogeneous stress and strain fields, thereby giving rise to inhomogeneous and localized temperature rises. Voids lead to sharp spikes in stresses, strains, and temperatures via severe distortion and collapse. The result is the development of hot spots. Note that the levels of these effects are only reflective of the level of material heterogeneities and size scale of the voids considered here. As mentioned in Secs. II C and III A, the HVRB model implemented here is a pressure-dependent model calibrated to experimental run distance data. The effect of heterogeneities on the RDD presented here is likely a conservative estimate of the actual effect of microstructure and voids.

Since most simulations hitherto are carried out in 2D, there is naturally an interest in understanding the potential differences between the two types of models. Three-dimensional models not only can resolve the full 3D nature of the material microstructure and void distributions but also can resolve an additional dimension and level of complexity in the evolution of the thermal, mechanical, and chemical fields. In contrast, 2D models involve more simplifications. Full understanding and quantification of the relations between the two require a much more detailed study than what is possible in the setting of this paper. Nevertheless, we conduct a preliminary analysis here to gain a look at the issue and to illustrate

<table>
<thead>
<tr>
<th>SEMSS</th>
<th>Average decrease in RDD relative to H (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogenous (H)</td>
<td>0</td>
</tr>
<tr>
<td>Microstructured (M)</td>
<td>12.2</td>
</tr>
<tr>
<td>Homogeneous with 10% voids (V)</td>
<td>18.2</td>
</tr>
<tr>
<td>Microstructured with 10% voids (M + V)</td>
<td>24.3</td>
</tr>
</tbody>
</table>
the need for more such analyses. While many factors are at play, our approach involves generating 2D microstructure sample sets (SEMSSs) with statistical attributes that are similar to those of the 3D SEMSSs already analyzed. The "matching" 2D samples are 1 × 6 mm² in size and have an average grain size distribution as shown in Fig. 10 and the same void diameter (50 μm) and void volume fraction (10%). By using similar statistical attributes, we hope to focus on the effects of the additional dimensionality on the material behavior. However, this effort is imperfect, as we can see from Fig. 3 that, owing to the separate SEMSS generation processes in 2D and 3D, there are differences in both the average grain size distribution and the amount of variations among samples in the sets (the error bar). More consistent SEMSS generation, including obtaining 2D samples that are cross sections of the 3D samples, should be considered in the future. Although the specific 2D SEMSSs are different from those in Ref. 50, more details of such 2D simulations are in that paper. The same four material cases as in 3D are considered: homogeneous (H), microstructured without voids (M), homogeneous with voids (V), and microstructured with voids (M + V). The resulting Pop plot from the 2D simulations is shown in Fig. 11, and the average decrease in the normalized run distance relative to the homogenous case is listed in Table V.

There are noticeable differences between the 3D and 2D results (Figs. 9 and 11, respectively) in the heterogeneous (V, M, and M + V) cases, as seen in Fig. 12, while the homogenous (H) case results are essentially the same in 3D and 2D as expected. For the M case, the 3D RDDs that are shorter than the corresponding 2D RDDs. For the V and the M + V cases, the trend is the opposite overall, with significant overlap in the datasets. In all three inhomogeneous material cases, the 2D datasets appear to have wider scatter of the data points than the corresponding 3D datasets. The differences here partially highlight the complexities in comparing 2D and 3D models. One important issue is that representing three-dimensional material microstructures using 2D models invariably leaves out factors that cannot be captured, as 3D is more complex than 2D. As one example, uniformly sized spherical voids (or solid spheres for that matter) appear as circles of various diameters on 2D cross sections through the material, as the voids are intercepted by the cross section at different off-center locations, resulting in an extra degree of variation. The same is true for grains or particles. How 2D representations should be developed is a question that needs to be carefully addressed. One potential answer is to use direct cross sections of the 3D samples. However, the size distributions of grains and voids would not be the same as those in the original material. The objective of this discussion here is not to provide answers for the questions, but rather to illustrate the challenges in comparing 2D and 3D models and bring attention to the need for further analyses.

C. Quantification of stochasticity in material response

To quantify the statistical variations in the Pop plot results, a probabilistic formulation is required. To this end, we introduce a

<table>
<thead>
<tr>
<th>SEMSS</th>
<th>Average decrease in RDD relative to H (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogenous (H)</td>
<td>0</td>
</tr>
<tr>
<td>Microstructured (M)</td>
<td>10.1</td>
</tr>
<tr>
<td>Homogeneous with 10% voids (V)</td>
<td>22.9</td>
</tr>
<tr>
<td>Microstructured with 10% voids (M + V)</td>
<td>27.2</td>
</tr>
</tbody>
</table>
non-dimensional measure in the form of

\[ D = \left( \frac{P_s - P_0}{P_0} \right)^m \left( x^* - x_{0s}^* \right) H, \]  

(7)

where \( H \) is a material-dependent scaling parameter, \( m \) is a dimensionless material-dependent exponent, \( x^* \) is the run distance to detonation or RDD in millimeters, and \( P_s \) is the shock pressure in GPa. The unit of \( H \) takes on the form of GPa m mm in order to keep \( D \) non-dimensional. \( P_0 \) is the shock pressure in GPa below which no SDT occurs and \( x_{0s}^* \) is the minimum run distance for observing SDT. These quantities should be regarded as material-dependent parameters that constitute bounds for \( P_s \) and \( x^* \), respectively. In other words, there is known to be a minimum shock pressure, denoted here as \( P_0 \), below which detonation cannot occur, as energy does not localize fast enough to ignite hotspots. Additionally, because chemical ignition cannot occur instantaneously, there must be a minimum time for the shock front to travel before it transforms into a detonation wave. This minimum distance is defined here as \( x_{0s}^* \). This relationship was first proposed by Miller et al.\(^5\) to fully recognize the probabilistic nature of the Pop plot. When \( D = 1 \), Eq. (7) reduces to a standard power law, which is commonly used to fit data in the pressure-run distance space.\(^15\) This line of best fit corresponds to the physical space where the SDT is likely to be observed in 50% of samples. Note that SDT has been observed in all recorded samples. The probability here represents the likelihood that SDT has already been observed by the time the shock wave reaches a distance, \( x^* \), from the impact face for a given shock pressure. The non-dimensional \( D \) can be considered as the Pop plot number (PPN) which allows the quantification of the probability of observing SDT above or below the “mean” Pop plot line of \( D = 1 \). Specifically, \( D > 1 \) and \( D < 1 \) correspond to conditions for attaining SDT at greater than 50% and less than 50% probabilities, respectively. In order to connect the PPN to a specific probability, a lognormal cumulative distribution function (CDF) is fit to the dataset for each material case (H, V, M, and M + V). Note that the probability here is based on the total number of samples in which SDT was observed in the simulation. A total of 160 simulations were carried out (2D and 3D); however, only the cases where \( D \) can be calculated affect the probability distributions shown in Fig. 13. Since the mean value of \( D \) is known or set as a unity by definition here, the only remaining parameter in the lognormal distribution to determine via the fit for each material case is the standard deviation \( \sigma_d \). Since \( D \) is non-dimensional, \( \sigma_d \) is also non-dimensional. The results for the 2D and 3D datasets are shown in Fig. 13.

Figure 12. Comparison of the Pop plots obtained from 2D and 3D simulations. (a) Homogeneous (H), (b) microstructured (M), (c) homogenous with 10% voids (V), and (d) microstructured with 10% voids (M + V).
Once $\sigma_d$ has been calculated for each dataset, the corresponding probability map can be generated using

$$P(P_s, x^*) = \frac{1}{2} + \frac{1}{2} \text{erf} \left[ \frac{1}{\sqrt{2} \sigma_d} \left( \ln \left( \frac{P_s - P_0}{x^* - x_0} \right) - \ln \left( \frac{P_s - P_0}{x^* - x_0} \right) - \ln \left( \frac{P_s - P_0}{x^* - x_0} \right) \right) \right].$$

(8)

The relation in Eq. (8) is a slightly modified lognormal CDF, where the PPN is treated as the independent variable. A full derivation of this equation can be found in Ref. 50.

The material parameters $\sigma_d$, $H$, and $m$ for the four material cases in both 2D and 3D are shown in Table VI. The conditions for which $P_0$ and $x_0$ are relevant are outside the pressure regime of 4–8 GPa analyzed here. Accurate determination of values of $P_0$ and $x_0$ requires separate experimental data or threshold SDT analyses via simulations which are not carried out here. The fitting process shows that their values are low for the datasets here; therefore, for $D = 1$, Eq. (8) essentially approximates the power law for the traditional Pop plot line in Ref. 10. However, the form in Eq. (8) allows datasets to be more accurately determined whenever the relevant threshold data are made available by experiments or separate computations.

TABLE VI. Material parameters for the probabilistic relation in Eq. (8).

<table>
<thead>
<tr>
<th>Dimensionality</th>
<th>Material case</th>
<th>$\sigma_d$</th>
<th>$H$ (GPa$^{m/mm}$)</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>Homogeneous (H)</td>
<td>0.005</td>
<td>69.3</td>
<td>1.78</td>
</tr>
<tr>
<td>3D</td>
<td>Microstructured (M)</td>
<td>0.028</td>
<td>60.0</td>
<td>1.70</td>
</tr>
<tr>
<td>3D</td>
<td>Homogeneous with 10% voids (V)</td>
<td>0.010</td>
<td>66.4</td>
<td>1.85</td>
</tr>
<tr>
<td>3D</td>
<td>Microstructured with 10% voids (M + V)</td>
<td>0.014</td>
<td>67.5</td>
<td>1.94</td>
</tr>
<tr>
<td>2D</td>
<td>Homogeneous (H)</td>
<td>0.015</td>
<td>77.8</td>
<td>1.82</td>
</tr>
<tr>
<td>2D</td>
<td>Microstructured (M)</td>
<td>0.046</td>
<td>56.7</td>
<td>1.64</td>
</tr>
<tr>
<td>2D</td>
<td>Homogeneous with 10% voids (V)</td>
<td>0.048</td>
<td>45.5</td>
<td>1.60</td>
</tr>
<tr>
<td>2D</td>
<td>Microstructured with 10% voids (M + V)</td>
<td>0.042</td>
<td>54.5</td>
<td>1.74</td>
</tr>
</tbody>
</table>

With Eq. (8), the SDT probability in the entire shock pressure vs RDD space is mapped for each material case. The probability maps for the 2D results are shown in Fig. 14, and the maps for the 3D results are shown in Fig. 15. These figures (and Table VI) show that the microstructure is the primary source of stochasticity in the Pop plot, i.e., the microstructured case (M) has the highest standard deviation. Voids tend to significantly increase the standard deviation in 2D and only slightly increase the standard deviation in 3D. While more systematic analyses are needed to explain why, one conjecture is that 3D samples involve more voids than the 2D samples, thereby “smoothing” out some of the fluctuations in behavior. Another factor may be that the 2D SEMSSs shows more sample-to-sample variations than the 3D SEMSSs, as seen in Figs. 3 and 10.

The probability maps shown here are a useful tool for examining the effects of microstructure heterogeneity on detonation behavior. Equation (8) allows one to calculate the probability for observing SDT at a given run distance under shock loading with a given pressure. Often, it is also desirable to determine the shock pressure required or the minimum run distance necessary to ensure the desired probability of observing SDT. To find the answers to these questions, Eq. (8) can be rearranged to express $P_s$ as a function of $P_s$ or $x^*$, and $x^*$ as a function of $P_s$ and $\mathcal{P}$, i.e.,

$$P_s(\mathcal{P}, x^*) = \left\{ \frac{H}{(x^*-x_0)} \exp \left[ \sqrt{2} \sigma_d \text{erf}^{-1}(2\mathcal{P} - 1) \right] \right\}^{1/m} + P_0,$$

(9)

$$x^*(\mathcal{P}, P_s) = \frac{H}{(P_s - P_0)} \exp \left[ \sqrt{2} \sigma_d \text{erf}^{-1}(2\mathcal{P} - 1) \right] + x_0.$$  

(10)

These relations are previously derived by Miller et al.50 and can be used to generate corresponding maps which are not shown here.

D. Probabilistic rank order of Pop plot lines of different material cases

In Figs. 9, 11, and 12, the statistical datasets for different material cases overlap, making the comparison of the run distances of different materials a probabilistic endeavor. More specifically, because the statistical datasets overlap, questions such as “what is the likelihood that the run distance of a random 'M + V'...
sample is shorter than the run distance of a random ‘M’ sample?” is of great interest and can only be answered in a probabilistic manner. Graphically, the 50%–50% probability lines for the cases in Figs. 9 and 11 and quantitatively ranked in Tables IV and V only show how the “average” run distances compare “on average” over the entire range of shock pressure of interest. Here, we present a more general approach that allows the run distances of two random samples of two different materials at any given shock pressure to be compared in a probabilistic manner.

To facilitate the discussion, the probability density function (PDF) distributions of the RDD in the $P/C_0^x$ space for the microstructured (M) and microstructured with voids (M + V) material cases obtained from the 2D simulations are shown in Fig. 16(a). For a given shock pressure $P_s$, the PDFs are illustrated in Fig. 16(b).
The probabilistic comparison is carried out on such cross sections for different \( P_s \) values over the range of interest. Although the datasets in Fig. 16 are taken from the 2D M + V and M material cases, for the ease of discussion and generality, we will refer to these two cases as “A” and “B,” respectively. In the formulas below, the approach described here is applicable to the comparison of any two different materials. At any given shock pressure \( P_s \), the probability density for each material as a function of \( x^* \) can be obtained from Eq. (8) as

\[
p(x^*; P_s) = \frac{1}{\sqrt{2\pi}} \exp\left( -\frac{(\ln x^* - \ln X)^2}{2s^2} \right),
\]

where

\[
X(P_s) = \frac{H}{(P_s - P_0)^m} + x_0
\]

and

\[
s(P_s) = \frac{H\sigma}{(P_s - P_0)^m}.
\]

In the above relations, \( X \) is the mean and \( s \) is the standard deviation as illustrated in Fig. 16(b). In this notation, the PDFs for A and B at \( P_s \) are denoted as \( p_A(x^*; P_s) \) and \( p_B(x^*; P_s) \), respectively. The probability of the RDD of A being shorter than the RDD of B for any given shock pressure \( P_s \) is

\[
\mathcal{P}_{A < B}(P_s) = \int_0^{\infty} [p_A(x^*; P_s) - p_B(x^*; P_s)] dx^*,
\]

where \( p_{A < B}(x^*; P_s) \) is the probability density of the RDD of a random sample in distribution A being lower than the RDD of a random sample in distribution B at \( x^* \). This probability density can be evaluated via

\[
p_{A < B}(x^*; P_s) = \int_0^{x^*} p_A(x^*; P_s) dx^*,
\]

where \( \int_0^{x^*} p_A(x^*; P_s) dx^* \) is the probability of observing the RDD of a random sample in A being shorter than or equal to \( x^* \). Since the maximum cumulative probability of any probability density function is unit by definition, \( \int_0^{\infty} p_A(x^*; P_s) dx^* \leq 1 \) and, therefore,
The four material cases over the entire range of shock pressures studied. The confidence levels for the rank order of $x_M + \nu < x_V < x_M < x_H$ are shown in Fig. 17 for both the 2D and the 3D simulations. In the case of the 2D simulations, the confidence level for the $M + V$ samples resulting in shorter RDDs than the $V$ samples increases as the shock pressure increases. In contrast, both the likelihoods for the $M$ samples having shorter RDDs as compared to the $H$ samples and the $V$ samples as compared to the $M$ samples decrease as the shock pressure increases. For the 3D simulations, the confidence level increases as the shock pressure increases for all three comparisons: $x_M + \nu < x_V < x_M < x_H$. Again, more systematic studies are required to explain why 2D and 3D simulations are different.

IV. CONCLUSION

There is a long-standing interest in three-dimensional (3D) simulations of the behavior of energetic materials and in understanding potential differences between 2D and 3D simulations. While 2D simulations have been extensively carried out at the micrometer to tens-of-micrometers size scales, simulations at the millimeter scale explicitly accounting for microstructure and voids are rare. 3D simulations at the millimeter scale are equally sparse. In this paper, we simulate the shock-to-detonation transition (SDT) process of pressed HMX using three-dimensional, microstructure-explicit, and void-explicit mesoscale models. We find homogeneous HMX samples to be the least sensitive to detonation (having the lowest shock pressure to show SDT under otherwise identical conditions). As material heterogeneities are successively introduced, the RDD decreases for a given shock pressure. While both voids and granular microstructure are found to significantly affect the SDT process, voids are observed to play a more dominant role than granular microstructure in increasing the SDT sensitivity. The material with both microstructure and 10% voids has the lowest average run distance which is 24.3% lower relative to that of the homogeneous material.

For comparison purposes, 2D simulations are also carried out to assess the differences between the 2D and 3D simulations. The 2D and 3D models yield results that are overall consistent with each other, but with significant differences. In general, the 2D simulations exhibit wider scatter of the RDD in all material cases than the 3D simulations. To expand on this analysis, a new probabilistic formulation is presented to rank order the effects of microstructure and voids in the 2D and 3D results. A pressure dependence is observed where the effects of voids are more pronounced under higher shock pressures. There is a high level of confidence that microstructure plays an important role in all 3D SDT simulations, but that confidence decreases slightly for 2D samples at high shock pressures. This comparison illustrates the complexities of the 2D vs 3D issue and points out the need for more systematic analyses in the future, including a more consistent generation of the 2D and 3D SEMSSs.
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